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Abstract

The IEEE 802.11e task group has reached a stable consensus on two basic con-
tention-based priority mechanisms to promote for standardization: usage of differ-
ent arbitration interframe spaces and usage of different minimum/maximum
contention windows. The goal of this article is to provide a thorough understanding
of the principles behind their operation. To this purpose, rather than limit our inves-
tigation to high-level (e.g. throughput and delay) performance figures, we take a
closer look at their detailed operation, also in terms of low-level performance met-
rics (e.g., the probability of accessing specific channel slots). Our investigation on
one hand confirms that AIFS differentiation provides superior and more robust
operation than contention window differentiation. On the other hand, it highlights
performance issues related to the coexistence between 802.11e contention-based
stations with legacy 802.11 stations, and provides guidelines for the 802.11e

parameter settings when such a coexistence is the goal.

he IEEE 802.11 technology [1] is experiencing impres-

sive market success. Cheap and easy-to-install compo-

nents, unlicensed spectrum, broadband capabilities,

interoperability granted by standards and certifications
(e.g., WiFi): these are a few of the key factors driving the evo-
lution of WLAN from niche technology to public access
means. The present challenge of WLANS is to offer a large
portfolio of wireless mobile services to highly heterogeneous
users with widely different requirements. This goal can be
accomplished only by introducing suitable forms of service dif-
ferentiation support at the various levels of a complex wireless
network architecture.

A basic building block for service differentiation is the
introduction of layer 2 prioritized delivery mechanisms for
different traffic classes (and users), and support of quality of
service (QoS) objectives. In switched Ethernet networks, ser-
vice differentiation is managed within switches, through
IEEE 802.1p priorities/virtual LAN IEEE 802.1Q tags. In
IEEE 802.11 WLAN:Ss, all stations share the access to the
same radio channel, and no switching operation is possible.
Thus, the service differentiation mechanisms must be com-
pulsorily introduced as medium access control (MAC) layer
extensions.

For this reason, the 802.11e task group was established in
July 1999, chartered to introduce QoS support at the MAC
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layer. The current 802.11e draft standard (v. 10.0 [2]) defines
two mechanisms, enhanced distributed channel access
(EDCA) and hybrid ccoordination function (HCF) controlled
channel access (HCCA), both backward compatible with the
legacy distributed coordination function (DCF) access mecha-
nism defined by the 1999 standard [1]. A thorough presenta-
tion of the main features of 802.11e is provided in companion
articles within this special issue [3, 4].

In this article we focus on the performance effectiveness of
the priority mechanisms defined in the EDCA specification.
EDCA considers two basic priority mechanisms for accessing
the channel: different per-class setting of the contention win-
dow (CW) backoff parameters (CW,,;, and CW,,,,), and dif-
ferent per-class setting of the idle time after which a
transmission may occur (arbitration interframe space, AIFS).
Once a station accesses the channel, EDCA also provides the
ability to differentiate the time interval for which a station is
authorized to hold the channel (transmission opportunity,
TXOP). Since a thorough understanding of the impact of dif-
ferent TXOP settings on service differentiation is somewhat
immediate, and the TXOP feature is not mandatory and can
be disabled, in the following we do not analyze this supple-
mentary mechanism.

Performance evaluation of 802.11e/EDCA has been thor-
oughly carried out in recent literature. Different aspects have
been investigated, including the coexistence of data, voice,
and video applications [5, 6]; the need to integrate MAC-level
service differentiation mechanisms with admission control
policies [7, 8]; system capacity evaluation and the impact of
different MAC parameter settings [9, 10]; and so on. All these

28 0890-8044/05/$20.00 © 2005 IEEE

IEEE Network ¢ July/August 2005



Access category ‘ CWin CW pax AIFSN
AC_BK aCWmin aCWmax 7
AC BE aCWmin aCWmax B
AC VI aCWmin/2 | aCWmin 2
AC VO aCWmin/4 aCWmin/2 2

B Table 1. EDCA default settings.

works, as well as many other 802.11e/EDCA performance
studies in the literature, not mentioned here for reasons of
space, derive performance figures such as (per-class) through-
put, delay statistics and fairness indexes. These performance
indicators have a fundamental impact in terms of system
dimensioning and parameters engineering, since they quantify
the performance experienced by the customers of an 802.11e
network.

This article takes a completely different point of view.
Rather than providing system engineering insights, our goal
is to give the reader thorough understanding of the princi-
ples and physical reasons behind the operation of the ser-
vice differentiation mechanisms proposed in EDCA (AIFS
and CW,,;, differentiation). To this purpose, we mainly
focus our study on low-level performance figures that are
“internal” to system operation (e.g., probability that specific
slot times are occupied by MAC frames of given traffic
classes), rather than limiting our investigation to high-level
performance figures. Our proposed low-level view results
are helpful not only to provide better understanding of the
effectiveness of various EDCA mechanisms, but also to bet-
ter assess more detailed technical issues, such as the impor-
tant issue of coexistence between legacy DCF stations and
EDCA terminals.

CW.» and AIFS Differentiation

The EDCA proposal of the IEEE 802.11e Task Group is
devised to differentiate the channel access probability among
different traffic sources. As explained in greater detail in [3,
4], packets arriving at the MAC (MAC service data units,
MSDUs) are mapped into four different access categories
(ACGCs), which represent four different levels of service in con-
tention for the shared medium. Each AC contends for the
medium with the same rules as the standard DCF (i.e, wait
until the channel is idle for a given amount of interframe
space, IFS, and then access/retry following exponential back-
off rules). The access probability differentiation is provided by
using i) different AIFSs instead of the constant distributed
IFS (DIFS) used in DCF, and ii) different values for the mini-
mum/maximum CWs to be used for the backoff time extrac-
tion. Then, each AC is specified by the values AIFS[AC],
CW,,.in[AC], and CW,,,,,[AC]. The AIFS[AC] values each dif-
fer for an integer number of backoff slots. In particular,
AIFS[AC] = AIFSN[AC]- aSlotTime + aSIFSTime, where
AIFSN[AC] is an integer greater than 1 for normal stations
and greater than 0 for APs.

Table 1 shows the default values of the channel access
parameters defined in EDCA for the four ACs (BK = back-
ground, BE = best effort, VI = video, VO = voice). Note
that these parameters are not fixed: in each beacon frame,
the AP broadcasts the values chosen for each AC. Indeed,
these values may also be dynamically adapted according to
network conditions. Obviously, the smaller the AIFSN[AC]
and CW,,;,[AC], the higher the probability of winning the
contention with the other ACs. Separate queues are main-

tained in each station for different ACs, and each behaves as
a single enhanced DCF contending entity. When more than
one AC of the same station expires its backoff counter, a vir-
tual collision occurs, and the highest-priority packet among
the colliding ones is selected for actual transmission on the
radio channel.

In the following, after discussing the fairness property of
standard DCF, we introduce and separately analyze into
details both CW,,;, and AIFS differentiation. These two pri-
oritization mechanisms are individually evaluated consider-
ing as a reference the legacy DCF access, and specifically
comparing the performance obtained when EDCA stations
compete with standard DCF ones. This allows not only to
understand the effect of the service differentiation parame-
ters, but also to tackle the somewhat tricky issue of coexis-
tence with legacy DCEF stations. For sake of simplicity, we
will assume that each EDCA station supports a single access
category, and thus no virtual collision may occur inside the
EDCA station.

Fairness Issues in Standard DCF

According to the IEEE 802.11 DCF rules [1], a station with
a new frame (MPDU) to transmit monitors the channel
activity. If the channel is sensed idle for a period of time
equal to a DIFS, the station transmits. Otherwise, if the
channel is sensed busy (either immediately or during the
DIFS), the station continues to monitor the channel until it
is measured idle for a DIFS. At this point, the station gen-
erates a random backoff interval before transmitting to
minimize the probability of collision with packets being
transmitted by other stations. In addition, to avoid channel
capture, a station must wait a random backoff time between
two consecutive packet transmissions, even if the medium is
sensed idle in the DIFS time.

DCF adopts an exponential backoff scheme, and employs a
discrete-time backoff scale. The time immediately following
an idle DIFS is slotted, and a station is allowed to transmit
only at the beginning of each Slot Time. At each MPDU
transmission, the backoff time is uniformly chosen in the
range (0, — 1). At the first transmission attempt for a given
MPDU, the value W - 1 is set equal to a parameter CW,,,;,.
CW,,.;, is equal for all stations, and set to the value 31 in the
case of 802.11b. After each unsuccessful transmission, W is
doubled, until W - 1 reaches a maximum value CW,,,,, equal
to 1023 in the 802.11b case.

Assuming that all stations receive the same channel quality
(or, more restrictively, that ideal channel conditions occur),
this operation has been shown to be long-term fair [11] in
terms of access probability. This means that on average, the
same number of successful channel accesses is granted to each
contending station or, equivalently, that over a long time
interval stations that always have a frame ready for transmis-
sion will deliver the same amount of MPDUs.

It is interesting to note that long-term fairness can be
derived as a corollary of the fact that in the absence of trans-
mission errors, all stations experience the same probability of
collision [12]. In order to understand this statement, we recall
from [12] that under the assumption of greedy (saturated)
traffic sources, DCF channel accesses can be considered to be
composed of slot times of uneven size. A channel slot may be
either empty, and thus lasts a slot time as specified by the
standard (20 ps in the case of 802.11b), or busy, and thus lasts
the amount of time necessary to complete a frame transmis-
sion (or a collision among two or more frames), plus the extra
DIFS time necessary to permit other stations to access the
channel again. Clearly, the time elapsing between two consec-
utive successful transmissions is related to the backoff param-
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M Figure 1. DCF vs. EDCA throughput with CW y, differentia-
tion.

eters used by the station (CW,,;;, and CW,,,,,) and the proba-
bility that a transmitted frame collides.! Thus, as long as all
stations encounter the same collision probability and employ
the same backoff parameters, their time-averaged throughput
performance is the same.

CW.in Differentiation

The idea behind the CW,,;, differentiation employed in
EDCA is to change the amount of TXOPs provided to each
traffic class. A station with a lower value of CW will reduce
the average time needed to successfully deliver a packet, and
thus experience improved performance in comparison to sta-
tions with higher CW values. The average value of the CW
can be tuned through differentiated setting of the backoff
parameters, and specifically of CW,,,;,, and CW,,,,..2 In prac-
tice, in low network congestion situations, changes in the
CW,,..x parameter have limited effects on throughput differen-
tiation. For example, if we assume that the probability of colli-
sion is negligible, a station, regardless of its CW,,,,, will
successfully transmit on average once every CW,,;,/2 + 1
slots, which corresponds to the average number CW,,;,/2 of
backoff slots plus the slot used for transmission. Clearly, a sta-
tion employing a double CW,,;, value will receive (if the colli-
sion probability is small) about half of theTXOPs other
stations receive.

Figure 1 shows throughput results in a scenario in which N

I More formally, if p is the probability of collision, and neglecting the effect
of the retransmission limit, the average time (measured in slots as defined
above) between two consecutive successful transmissions is readily
obtained as

Wo W W,
0414+ p| L1+ p| 22 +1+...
2 p[ 2 p[ 2

where W; = min 2i(CWp, + 1) = 1, CWay) is the backoff window used
for the ith retransmission, and W;/2 + 1 is the average duration, in slots,
of the ith backoff period including the subsequent transmission slot. For
small p, this expression can be approximated as CW /2 + 1.

2 In early versions of the 802.11e draft specifications, a further parameter
conisdered for differentiation was the persistence factor (i.e., the multi-
plicative factor for the CW increment after a collision), which is set to 2 in
the binary exponential backoff used by DCF. But it was soon understood
that its effect is similar to, though less effective than, change in just the
CWinin and CW o« values. Hence, it was abandoned in later standardiza-
tion stages.
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M Figure 2. Slotted channel accesses and protected slots example.

legacy 802.11b DCF stations share the channel with the same
number N of EDCA stations. In order to be granted priority
over the DCF stations, EDCA must be configured with CW,,;;,
values smaller than the legacy DCF value CW,,;, = 31. In the
figure we have thus chosen CW,,,;, = 7 and 15. EDCA sta-
tions have been configured with an AIFSN value equal to 3,
which approximates (for reasons to become clear in the fol-
lowing sections) the DIFS setting for legacy DCF stations. In
both DCF and EDCA cases, CW,,,,, = 1023. The packet size
has been fixed to 1500 bytes (Ethernet maximum transmission
unit, MTU), and the retransmission limit is set to 7 for all the
stations. Control frames are transmitted at a basic rate equal
to 2 Mb/s, while the MPDU is transmitted at 11 Mb/s. We
measured performance in saturation conditions. Although this
assumption is not realistic for real-time application, it repre-
sents a very interesting case study to derive the limit perfor-
mance, i.e., the maximum amount of bandwidth that high
priority ACs can obtain sharing the channel with best effort
DCEF stations.

The figure shows that, as expected, for low values of N, the
sharing of resources between EDCA and DCEF stations is
inversely proportional to the employed CW,,;, value. For
example, in the case of N = 5, we see that the throughput
performance of EDCA when CW,,,;,, = 7 is about four times
the corresponding throughput performance of DCF (which
uses CW,,,;, = 31); similarly, when CW,,;, = 15, it is about
double the DCF throughput.

We note that as the number of competing stations grows,
the EDCA throughput significantly reduces, while the DCF
one decreases only slightly. This phenomenon is not desirable,
since performance degradations due to network congestion
should be attributed first to best effort stations.

Finally, the figure shows that smaller CW,,;, values lead to
smaller aggregate throughput. This is an obvious drawback of
CW,,,;, differentiation: the performance differentiation is paid
for in terms of aggregate performance. This phenomenon is
easily explained by considering that the reduction of the
CW,,.i, value may significantly increase the probability of colli-
sion on the channel, thus reducing the overall effectiveness of
the random access mechanism.

AIFS Differentiation

AITFS differentiation is motivated by a completely different
(and somewhat more complex) physical rationale. Rather than
differentiating the performance by changing the backoff struc-
ture (through different settings of the CW,,;;, and CW,,,,,,
parameters), the idea is to reserve channel slots for the access
of higher-priority stations.

This is accomplished by using different AIFS values for dif-
ferent traffic classes. The AIFS is the amount of time a sta-
tion defers access to the channel following a busy channel
period. Once an AIFS has elapsed, the station access is man-
aged by the normal backoff rules. Figure 2 graphically illus-
trates the AIFS differentiation mechanism for the case of two
traffic classes. After every busy channel period, each station
waits for a time equal to its AIFS value. If, as in the figure,
the AIFS values are different, there is a period of time in
which the stations with shorter AIFS values (the higher-priori-
ty stations) may access the channel, while the stations with
longer AIFS values (lower-priority stations) are prevented
from accessing the channel.

The EDCA specification imposes that AIFS values differ
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for an integer number of slot times. This implies that the
channel access can be still considered slotted, and stations
may access the channel only at the discrete time instants indi-
cated in Fig. 2 by arrows. We note that there are some dis-
crete instants of time, hereafter referred to as protected slots,
where only high-priority stations may access the channel. In
the figure, the protected slots are shaded and indicated by a
single arrow. A low-priority station can access the channel
only if no high-priority station has accessed the channel in one
of the previous protected slots (in the example considered, the
difference between AIFS values has been set to 2, and the
protected slots are those indexed as 0 and 1, while slots num-
bered from 2 may be accessed by both classes).

A fundamental issue of AIFS differentiation is that protect-
ed slots occur after every busy channel period. This implies
that the percentage of protected slots significantly increases as
long as network congestion increases. In fact, a greater num-
ber of competing stations implies that the average number of
slots between consecutive busy channel periods reduces, and
thus the fraction of protected slots over the total number of
idle slots gets larger.

Figure 3 shows throughput results in a scenario in which N
legacy DCEF stations share the channel with the same number
N of EDCA stations. EDCA stations have been configured
with the standard DCF backoff parameters (CW,,,;, = 31 and
CW,,.ar = 1023). All other simulation settings are the same as
in Fig. 1.

First, Fig. 3 shows that EDCA stations config-

the EDCA priority traffic from the legacy DCF traffic, espe-
cially in the presence of network congestion (e.g., 30 + 30 sta-
tions). Indeed, AIFS differentiation correctly reacts to
network congestion by penalizing DCF stations, while EDCA
stations do not experience an aggregate throughput reduction
(which, on the contrary, actually shows a slight increase).3

The analysis of the aggregate AIFS throughput curves also
leads to a very interesting conclusion: contrary to CW,,;, dif-
ferentiation, the AIFS mechanism is beneficial in terms of
aggregate throughput performance. This is a direct consequence
of the fact that AIFS differentiation introduces protected slots
in which a lower number of stations compete, thus increasing
the effectiveness of the overall random access mechanism.

A Closer look

The previous discussion highlights the different operation and
behavior of AIFS and CW,,;,, differentiation, and has shown
how these translate into high-level performance figures
(specifically, throughput performance has been used as a
benchmark). In order to understand how these mechanisms
operate in scenarios where EDCA stations compete with lega-
cy DCF terminals, it is necessary to take a closer look at some
further technical details and provide additional performance
insights in terms of low-level performance metrics.

Backoff Counter Decrement Rules

EDCA slightly differs from DCF in terms of how the backoff
counter is managed (decremented, frozen, resumed). Howev-
er, such an apparently minor difference (which might perhaps
appear as a technicality) indeed has some important conse-
quences in terms of performance of EDCA access categories,
especially when they compete with legacy DCF stations.

In standard DCF, the backoff counter is decremented at
each idle slot time, frozen during channel activity periods, and
resumed after the medium is sensed idle again for a DIFS
interval. This implies that a legacy DCF station, after a DIFS,
resumes the backoff counter to the discrete value the station
had at the instant of time the busy channel period started. An
illustrative example is shown in Fig. 4. Here, a busy channel
period (i.e., a transmission from one or more other stations)
starts while the backoff counter of the considered DCF sta-
tion is equal to 4. This value is frozen during the busy channel
period and resumed, again to value 4, only a DIFS after the

ured with an AIFSN value equal to 3 achieve

performance close to that of legacy DCF stations.

This counterintuitive result (we recall that a Case AIFSN = 2

DIFS is equal to an AIFS with AIFSN = 2) 654 DiFs &3.210

requires detailed analysis of the backoff counter DCF Busy channe X
decrement mechanism used in EDCA, and is jus- 654 Alps 432 1 0tx IDLE

tified in the second part of this article. Epca [ ] [-Busychammer e | | ] [4—Tx——]

Moreover, Fig. 3 shows that performance
depends dramatically on the AIFSN setting. It is DCF

765 54321

DIFS DIFS L
Busy channel |<—>| Busy channel |<—>| Busy channel

remarkable to note that by lowering the EDCA
AIFSN setting of just one slot, AIFS differentia-

765
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tion shows impressive effectiveness in protecting

3 However, the reader should be careful to note that the

Case AIFSN = 3

. . 4 43210
aggregate throughput is shared among the EDCA stations, DCF Fisyiehanne DIFS — ]
and thus, as the number of EDCA stations grows, the per-
station throughput ultimately reduces. If a minimum rate 654 AIFS 43210
EDCA Busy channe Busy channel

must be guaranteed to each station (as in the case of voice

orvideo flows), solutions devised to enforce an upper
bound on the number of competing stations (e.g., admis-

sion control mechanisms) are necessary.

M Figure 4. Backoff counter management in EDCA and DCF.
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end of the busy period. As a consequence, it is decremented
to value 3 only a slot after the DIFS.

In EDCA, the backoff counter is also decremented at
every idle slot time and frozen during channel activity peri-
ods. But it is resumed one slot time before the AIFS expira-
tion. This means that when the AIFS timer elapses, the
backoff counter will already be decremented by one unit.
Moreover, since a single MAC operation per slot is permit-
ted (backoff decrement or packet transmission [2, clause
9.9.1.3]), when the counter decrements to 0, the station can-
not transmit immediately, but has to wait for a further back-
off slot if the medium is idle, or a further AIFS expiration if
the medium is busy.

In order to understand how these different rules affect the
channel access probability, refer to the example shown in
Fig. 4. Let us first focus on the case AIFSN = 2 (top figure),
which corresponds to using an AIFS equal to the DCF
DIFS. In the example, two stations encounter a busy channel
period with the same backoff counter value. However, at the
end of the channel activity, we see that the DCF station
resumes its counter to a value equal to the frozen value (4 in
the example), while the EDCA station resumes and decre-
ments its counter. In the case of a single busy channel period
encountered during the backoff decrement process, this dif-
ference is compensated for by the fact that the EDCA sta-
tion has to wait an extra slot; unlike the DCF station, it
transmits in the slot following the one in which the backoff
counter is decremented to 0 (as illustrated in the two top
diagrams of Fig. 4).

However, in the presence of several busy channel periods
encountered during the backoff decrement process (which is
very likely to happen in the presence of several competing sta-
tions), the EDCA station gains a backoff counter decrement
advantage for every encountered busy period with respect to
the DCF station. This implies that for an AIFSN equal to a
DIFS, the EDCA station has an advantage over DCF. Indeed,
Fig. 4 shows that there is also a second reason why, with the
same AIFSN = 2, the EDCA gains priority over DCF sta-
tions. In fact, as shown in the figure, an EDCA station may
actually transmit in the slot immediately following a busy
channel period (it is sufficient that the busy channel period be
encountered while the backoff counter was equal to 0 — last
case in the figure). Conversely, a DCF station cannot defreeze
a backoff counter value equal to zero. Thus, the only case in
which it can access the slot immediately following a busy peri-
od is when it extracts a new backoff counter after a successful
transmission, exactly equal to 0.

In order to synchronize the EDCA and DCF backoff decre-

ments, it appears appropriate to set the AIFSN value equal to
3. In this case, as we can see in Fig. 4, although the EDCA
station has a higher IFS, after each busy slot the backoff evo-
lution of the two target stations is the same. However, since
the EDCA station has to wait for a further channel slot after
the counter expiration, the access probabilities of the two sta-
tions does not coincide, since for a given extraction, the
EDCA station has always to wait for a slot more than the
DCEF station. However, this results in just a slightly higher
access probability for the DCF station (loosely speaking, the
EDCA station resembles the operation of a DCF station with
a CW,,;;,, value increase of just one unit).

Coexistence of EDCA AC_BE and legacy DCF

Stations

The throughput results shown in Fig. 3 show that for the same
CW parameters, EDCA throughput performance is similar to
that of legacy stations when the AIFSN parameter is set to
the value 3 (i.e., the EDCA AC_BE, Table 1), rather than to
a legacy DIFS (i.e., AIFSN = 2). The discussion carried out
in the previous section has provided a qualitative justification.

The goal of Fig. 5 is to back up the previous qualitative
explanation with quantitative results. To this purpose, we have
numbered slots according to the time elapsed after a busy
channel period. The slot immediately following a DIFS is
indexed as slot 0. Given the end of each busy period, the next
transmission will occur after an integer number x of idle slots:
we refer to x as the transmission slot. Under the assumption
of ideal channel conditions, a successful transmission occurs
if, in a transmission slot, only one station transmits; otherwise,
a collision occurs. Figure 5 reports the probability distribution
that a transmission occurs at a given slot for two different
load scenarios: N = 5 (i.e., 5 EDCA stations competing with 5
DCEF stations) and N = 30. Only the first 10 slots are plotted,
since most transmissions are originated after very few idle
backoff slots. In addition, the figure further details in different
shades the probability that a transmission occurring at a given
slot results in a collision, success for an EDCA station, or suc-
cess for a DCF station.

Figure 5 shows that DCF stations are the only ones that
can transmit in the slot immediately following the last busy
period. Also, it confirms that a transmission in slot 0 is
always successful (as it is originated by a station that has
just terminated a successful transmission). Indeed, a trans-
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M Figure 6. Per-slot occupancy probability — AIFS differentia-
tion.
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mission in the slot immediately following a busy period is a
rare event, since it requires the station that has just experi-
enced a successful transmission to extract a new backoff
counter exactly equal to 0. The figure also shows that in the
slots with index greater than 0, DCF and EDCA stations
experience almost the same success probability, with a negli-
gible advantage for DCF. For example, in the case N = 5 a
DCEF success occurs, almost constantly through the various
slot indexes, in about 42.5 percent of the cases vs. 41 per-
cent of EDCA, while for N = 30 these numbers reduce to
about 32.5 percent and 31.3 percent, respectively, due to the
increased probability of collision.

The fundamental conclusion is that by using AIFSN = 3, an
EDCA station can be set to operate approximately as a legacy
DCEF station. With reference to the proposed EDCA parame-
ter settings reported in Table 1, we thus conclude that an
EDCA station belonging to AC_BE will experience similar
performance to a legacy DCF station. The above quantitative
analysis also justifies why DCF shows slightly superior
throughput performance over EDCA AC_BE, as found in Fig.
3 under the case of AIFSN = 3.

AIFSN = 2 and legacy DCF Stations

As shown in Table 1, AIFSN = 2 is the minimal setting
allowed for an EDCA station. The rationale is that both
AIFSN = 0 and AIFSN = 1 are already reserved in the
802.11 standard for the short IFS (SIFS) and the point coordi-
nation function (PCF) IFS (PIFS), respectively.

However, as discussed above, the different mechanism
employed in EDCA for decrementing the backoff counter
suggests that by using AIFSN = 2 (i.e., AIFS = DIFS), an
EDCA station is nevertheless expected to gain priority over a
legacy DCF station. This was indeed shown in Fig. 3, and is
strikingly confirmed by Fig. 6, which, similar to Fig. 5, reports
the probability distribution that a transmission occurs at a
given slot for the scenario of N DCEF stations competing with
N EDCA stations configured with AIFSN = 2 and standard
CW parameters (CW,,;, = 31 and CW,,,,, = 1023).

Figure 6 shows, for two different load conditions (N = 5
and N = 30), how the channel slots are occupied by the con-
tending stations. From the figure we see that slot 0 is almost
protected for EDCA stations, since it is rarely accessed by
DCF stations. Channel slots with index higher than 0 are
instead accessed by both classes with comparable probability.

Figure 6 allows us to see a number of interesting considera-
tions. First, the probability of collision in the protected slots
(specifically, slot 0) is lower than in the other slots (e.g., for N
=5, a collision in slot 0 occurs only in about 8.5 percent of
cases vs. an average of 17 percent in the remaining slots, and
these numbers for N = 30 become 24.5 vs. 38.5 percent), due
to the reduced number of competing stations. Second, and
most interesting, as the network load increases, the probability
of accessing low-indexed slots significantly increases. The rea-
son is that the number of slots between two consecutive busy
channel periods significantly reduces in high load. But this
implies that a large amount of accesses occur in slots 0 (more
than 40 percent in N = 30, Fig. 6), and thus are almost exclu-
sively dedicated to EDCA stations, with a definite gain in
terms of service differentiation effectiveness (Fig. 3).

As a conclusion, the usage of AIFSN = 2 in EDCA (i.e,
AIFS = DIFS) provides a significant priority for EDCA stations
over legacy DCF stations. This is an extremely important fact,
as it allows AIFS differentiation to be effectively deployed
even when DCEF stations share the same channel; thus, appar-
ently, there seems to be no room for AIFS levels between the
IFSs reserved by the standard (SIFS and PIFS), and the lega-
cy DIFS.
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Further Remarks on AIFS vs. CW...i, Differentiation

The capability to dynamically adapt to network congestion
without significant performance impairments makes AIFS dif-
ferentiation an extremely effective approach. This is not so
when CW,,;, differentiation is employed: as the number of
stations in the network grows, too small CW,,;,, settings may
lead to a dramatic increase in the probability of collision
among frames. This is demonstrated in Fig. 7, which shows
the probability that a transmission occurs at a given slot, and
furthermore the probability that such a transmission results in
success or collision. In Fig. 7 N DCF stations compete with N
EDCA stations with parameters CW,,;,, = 15, CW,,,, = 1023,
and AIFSN = 3.

By comparing Fig. 7 with Fig. 6, we can immediately
observe the different effects of CW,,,;, and AIFS as differenti-
ation parameters. In AIFS differentiation, the number of
transmission opportunities granted to different classes mainly
differ because of the protected slots, while they are similar in
slots with index greater than 0. Conversely, in CW,,,;,, differen-
tiation, the transmission opportunities are differentiated slot
by slot. EDCA stations obtain more transmission grants
because of the lower backoff expiration times. For example,
on the left of Fig. 7, for N = 5 the EDCA successful accesses
are almost double the DCF ones in all the transmission slots
accessed by both classes. This happens because the DCF sta-
tions employ a CW,,;;,, value that is double the EDCA one,
and the collision probability is small.

As network congestion increases, it is more and more
likely that EDCA stations experience collisions and double
the CW, so CW,,;, differentiation is less effective. In fact,
on the right of the figure, we observe that for N = 30 the
increment of the collisions results in a reduction of the dif-
ference between EDCA and DCF successful transmissions,
which are no more related by an exact 2:1 ratio (e.g. 13 per-
cent DCF successes and 22 percent EDCA successes in the
slot number 1). These considerations justify the curves
behavior in Fig. 1, where the main effect of the network
load increment is the reduction of the EDCA throughput
performance. Furthermore, the figure also shows that the
probability to collide is significantly greater in the case of
CW,,,;, differentiation.

Collisions can become dramatic in high load conditions,
in the case of reduction of both the CW,,;, and the CW,,,,
parameter, as suggested by the default values of Table 1 for
the access categories AC_VI and AC_VO. Figure 8 shows
the slot occupancy distribution for the case of N legacy DCF
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stations competing with N EDCA stations that exploit the
default CW parameters recommended for the AC_VI access
category: CW,,;;, = 15 and CW,,,,, = 31. Different from
Table 1, the AIFSN value has been set to 3 in order to
specifically focus on just the effect of CW,,;, differentiation,
not on the joint effect of both mechanisms. The figure
shows that the priority advantage of EDCA over DCF is
provided through a significant increase of the probability
that an EDCA station transmits in a low indexed slot. How-
ever, the figure shows that a significant price to pay is a
very high collision probability, resulting from the small
adopted CW,,,,. This can be dramatic in high load condi-
tions: as the number of stations grows, almost 80 percent of
the transmission slots result in a collision. Note that with
smaller CW,,;;, and CW,,,, values (e.g., those recommended
for AC_VO) the situation is much worse, and a significant
collision probability may occur even with a small number of
competing stations.

To conclude, the CW differentiation operation may lead to
situations in which most of the channel slots are trashed by
collisions. This can be considered as a fundamental inefficien-
cy of the CW differentiation mechanism in high load condi-
tions, which is unavoidable as long as small CW values have to
be employed in order to allow prioritization over the legacy
DCEF stations.

Conclusions

This article has tackled the issue of the performance evalua-
tion of EDCA service differentiation mechanisms. In compari-
son with the existing literature, we have put greater attention
in analyzing the basic operation of the service differentiation
mechanisms, not only in terms of high-level performance fig-
ures (such as throughput and delay), but also in terms of per-
slot access probability distributions. This has allowed us to
gain some additional understanding of the detailed operation
of the EDCA mechanisms and the physical reasons behind
their operation.

Our conclusion is that AIFS differentiation is a superior
mechanism to CW,,;, differentiation for a number of reasons.
First, it does not trade off service differentiation with aggre-
gate performance impairment. Second, it is natively adaptive
to network congestion. Third, even a single slot difference
among AIFS values may result in a substantial difference in
terms of performance.

A further contribution of this article is analysis of the
coexistence between EDCA and legacy DCF stations. We

have shown that the different backoff counter decrement
mechanisms used in EDCA allow gaining, in practice, one
extra slot to be used for AIFS differentiation: by setting the
EDCA AIFS equal to the DCF DIFS (we recall this is the
minimum possible setting for the AIFS value, according to
the present standard draft), EDCA traffic experiences sub-
stantially higher access priority. Our results show that AIFS
differentiation is effectively deployable in an hybrid
EDCA/DCEF scenario even if there seems to be a problem of
lack of “space” available.
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